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Background

ÅBest practice medical X-ray imaging employs the principle of ALARA ñas low as 

reasonably achievableò for dose selection

ÅThis leads to inherently noisy images with dose just high enough to confidently achieve a 

diagnosis*

ÅMedical image processing often includes noise suppression with traditional methods 

leading to some loss in fine image detail

ÅNoise reduction with deep convolutional neural networks (CNN) has been shown 

to preserve more image detail**

ÅThis can lead to improved image quality, improved contrast-to-noise, easier to read 

radiographs and the potential for additional dose reduction

* https://www.carestream.com/blog/2020/04/21/understanding-and-managing-noise-sources-in-x-ray-imaging/

** Hu Chen, Yi Zhang, "Low-Dose CT with a Residual Encoder-Decoder Convolutional Neural Network (RED-CNN)", 2017, 

https://arxiv.org/ftp/arxiv/papers/1702/1702.00288.pdf
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Purpose

To characterize image quality improvements and dose reduction of denoising 

based on a deep convolutional neural network (CNN) in radiographic imaging
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MATERIALS AND METHODS
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Model Description for Deep CNN
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Å Training set: 250+ image / noise field pairs per detector type

Å Batch size: 32 images

Å 480 randomly sampled 128Ĭ128 patches per image

Å Trained for 200 epochs for a total of > 24 million evaluated unique patches

Å Models were developed independently for Carestream DRX family of detectors, based on choice of 

scintillator, pixel pitch and electronic noise (referred to as detector type)
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* Ronneberger, et al., ñU-Net: Convolutional Networks for Biomedical Image Segmentationò, 2015
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Prediction
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High noise image

U-Net
Noise field

Denoised image

Smart Noise Cancellation*

* Creating the denoised image from the noisy image using the U-Net is referred to as Smart 

Noise Cancellation throughout the presentation



Terminology

ÅSmart Noise Cancellation: Denoising module based on deep convolutional neural 

network  

ÅEclipse: The engine behind Carestreamôs Radiography Software. Eclipse uses AI 
technology and proprietary algorithms to significantly increase the value of the 

entire imaging chain from capture to diagnosis. Eclipse powers features for 

imaging intelligence, workflow efficiency and healthcare analytics

ÅEclipse + Smart Noise Cancellation: The Eclipse engine powers our new  feature 

called Smart Noise Cancellation
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Training Data

Å250+ anonymized raw clinical images typical for general radiography and pediatrics

ÅTraining pairs were generated using noise simulations*

* US Patent 7480,365 B1, K. Topfer,J. Ellinwood, ñDose Reduced Digital Medical Image Simulationsò

Input images Aim images Aim noise field

Image simulations with the 

appropriate amount of added noise 

corresponding to lower dose

Original images scaled by the 

dose reduction factor without 

added noise

Difference between input and aim 

images
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Testing Data

ÅOver 400 test images per detector type

ïAnonymized raw clinical images typical for general radiography and pediatrics independent 

of training set

ïTest phantom set for quantitative evaluation

ïSimulated disease features on clinical backgrounds

ïTest images and associated quantitative analyses can help to define the potential dose 

reduction 
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Testing Data ïClinical Images

ÅSmart Noise Cancellation was assessed visually in clinical images

ÅVisual evaluation of the predicted noise field for lack of residual edges and structure

ÅComparison of processed images with and without the Smart Noise Cancellation module 

for sharpness, noise, low-contrast and fine detail, and image artifacts
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Testing Data ïPhantom Set and Techniques

Step tablets Artinis CDRAD phantom* MTF target according to 

IEC 62220-1 

Uniform area noise reduction Contrast-detail evaluation High contrast sharpness

80 kVp, 

0.5 mm Cu

1mm Al, 

1.8 m SID

0.5, 1, 2, 10 mAs

70 kVp, 

10 cm 

PMMA,

8:1 grid 

1, 1.25, 2.5, 

5,10 µGy

70 kVp, 

21 mm Al

(RQA-5)

1.8 m SID

8 µGy
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* R. van der Burght, M. Floor, M. Thijssen and R. Bijkerk. Manual CDRAD 2.0 Phantom & Analyser software 

version 2.1, Rev. 1709, Artinis Medical Systems, 2017



Testing Data ïDisease Feature Simulation

Full size background with 

added  0.5 mm feature

 

10 mm lung nodule*

0.5 mm high contrast feature

p.13

ñGoldenò clinical imageDisease Features Simulated image captures

Chest image without noise, scatter and blur;

12 backgrounds were extracted for analysis

10 mm lung nodule* and 0.5 mm 

high-contrast feature at 2 

contrast levels

Combined backgrounds and disease 

features

é

*E. Samei, M. J. Flynn, and W. R. Eyler, ñSimulation of subtle lung nodules in projection chest radiography,ò Radiology, 202, 117-124 (1997)



Disease Feature Simulation System Model

ÅSimulation of the entire image chain from ñgoldenò images with added disease features*

ÅAdding scatter, detector noise and blur, corresponding to 800 and 400 speed captures on a specific detector type

ÅImage chain includes image processing, with and without Smart Noise Cancellation, display and viewing conditions

ÅChannelized Hotellingobserver => detection of disease features, detectability index dô

*Töpfer, K., Keelan, B. W., Sugiro, F.,ñ An advanced system model for the prediction of the clinical task performance of radiographic systems,ò 

Proc. SPIE 6515, 651512-1-12 (2007)
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ÅSharpness ïModulation Transfer Function (MTF)

ïAnalysis on linear raw images

ïMTF analysis according to IEC 62220-1 Standard

ïMTF vs spatial frequency under RQA-5 beam conditions

ÅDetectability Index dô
ïAverage over results from 12 chest  backgrounds  

ïCalculated for 10 mm lung nodule and 0.5 mm feature 

at 1x and 1.3x contrast 

ï Calculated at 400 and 800 speed with Eclipse 

processing and compared with 800 speed with

Eclipse + Smart Noise Cancellation

Evaluation Metrics
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ÅImage Noise

ïAnalysis on linear raw images

ïRobust standard deviation and mean of the marked ROIs 

was obtained

ïPlot of noise vs mean, analysis in linear exposure space

ÅContrast-Detail Analysis

ïAutomatic scoring of CDRAD images using CDRAD 

Analyser 2.0 software

ï10 replicates per exposure,  5 e-5 significance level

ïFeature size, Di, vs. lowest visible contrast, Ci

ïQuality score IQFinv:
ὍὗὊ= 

В ȟ

Di,th: threshold diameter of hole (mm), detail

Ci: depth of hole (mm), contrast



RESULTS
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Results ïVisual Evaluation of Noise Field

Noisy image Image after Smart Noise Cancellation Predicted noise field
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Window [-13 ...13] CV


